Fundamentals needed before designing
supercomputers and other parallel
processing systems

Joseph T Wunderlich PhD



Computer Architectures

P| = Processor (CPU)
c|= Cache
M| = Main Memory (RAM)

Simple Single Processor




Computer Architectures

P| = Processor (CPU)
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M| = Main Memory (RAM)

*SMP (Symmetric Multi-Processing)
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Computer Architectures

P| = Processor (CPU)
c|= Cache
M| = Main Memory (RAM)

Vector Register

 Multiple functional units in Processor for arithmetic and logic
« Multiple data elements in Cache and main Memory
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Computer Architectures

P| = Processor (CPU)
c|= Cache
M| = Main Memory (RAM)

MPP (Massively Parallel Processing)

STATIC or DYNAMIC
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Computer Architectures

P| = Processor (CPU)
c|= Cache
M| = Main Memory (RAM)

Large network dedicated to a single task

Ethernet, Internet,
M C ¢ P — Intranet, etc. ¢ P C >
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(d) MISD architecture (the systolic array)

Figure 1.3 Flynn's classification of computer architectures. (Derived from Michael
Flynn, 1972)

K. Hwang, " Advanced Computer Architecture: Parallelism, Scalability, Programmability," Boston, MA: McGraw-Hill, 1992.



INTERCONNECT ARCHITECTURES of Supercomputers & Parallel Systems
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Figure 1.9 Generic model of a message-passing multicomputer.

Figure 1.11 The architecture of a vector supercomputer.
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K. Hwang, " Advanced Computer Architecture: Parallelism, Scalability, Programmability," Boston, MA: McGraw-Hill, 1992.



INTERCONNECT ARCHITECTURES of Supercomputers & Parallel Systems

Learn more in my Lecture on
‘INTERCONNECT ARCHITECTURES OF CORES, PROCESSORS, AND NETWORKS”

(PDE , MP4 ,YouTube)
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STATIC NETWORK ¢HMACTERISTICS

(a) 3-cube (b) A 4-cube formed by interconnecting two 3-cubes
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(c) 3-cube-connected cycles
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(d) Replacing each node of a k-cube by a ring (cycle)
of k nodes to form the k-cube-connected cycles
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INTERCONNECT ARCHITECTURES of Supercomputers & Parallel Systems
Learn more in my Lecture on

‘INTERCONNECT ARCHITECTURES OF CORES, PROCESSORS, AND NETWORKS”
PDE PPTX MP4 YouTube -
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memory modules or secondary storage devices (disks, tape units, etc.). The system
bus I8 often implemented on a backplane of a printed circuit board. Other boards for
processors, memories, or device interfaces are plugged into the backplane board via
connectors or cables.

Program and Network Properties

(s) Interprocessor-memory cross-
bar network built in the C.mmp
multiprocessor &t Carnegie-
Mellon University (1972)
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(b) The interprocessor crossbar network bailt in the
Fujitsa VPP500 vector parallel processor {1052)

Figure 2.26 Two crossbar switch network configurations.

Figure 2.22 A bus
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Levels of Computing

Embedded

PC

PC Server or Workstation

Mini computer

g bLwWIN|F

SUPERCOMPUTER




LEVEL ARCHITECTURE

Embedded SMP, MPP, or Vector-Register
PC SMP

PC Server or SMP

Workstation

Mini computer SMP

SUPERCOMPUTER | SMP, MPP, Vector-Register,
or

Large network dedicated to a single task




LEVEL APPLICATIONS

Embedded Real-Time control: Automobiles, Appliances,
factory automation, Aerospace

PC General-purpose “low-end” computing
PC Server or LAN server for ~100 people,
Workstation 3-D simulations, VLSI circuit design
Mini computer LAN server for ~500 people
SUPERCOMPUTER | SMP: LAN, WAN, or Internet server for

1000’s of people, Air traffic control, NYSE

Vector-Register: Matrix-intensive Grand
Challenge App’s

MPP: Grand Challenge App’s, Chess
Large network: Human Genome




LEVEL CHARACTERISTICS

Embedded Usually cheap (but not always, like in some
defense applications), small, and can be
extremely fast — but typically not.

May be hardened for industry, space, or

defense

PC Faster than typical embedded, but otherwise
relatively slow.

PC Server Faster

or Workstation

Mini computer | Very fast

SUPERCOMPUTER | Extremely fast




LEVEL EXAMPLE DEVICES

Embedded » Microcontroller (Intel, Motorola, PIC’s)

» Microprocessor (Intel, Motorola, PowerPC)
 Application Specific IC’s (ASIC’s)

* Programmable Logic Controllers (PLC’s)

PC Microprocessor (Intel, Motorola, PowerPC)

PC Server Multiple microprocessors (Intel, Motorola,
_ PowerPC, Sparc) ... Silicon Graphics
or Workstation | Terminals, SUN or IBM RS6000 workstations

Mini Computer IBM AS400, Amdahl, HP, Hitachi

SUPERCOMPUTER | SMP: IBM S/390
Vector-Register: CRAY

MPP: IBM SP2

Large network: PC’s everywhere




LEVEL OPERATING SYSTEMS

Embedded None or custom
Possibly a real-time OS

PC Windows, DOS, CP/M, OS2, MAC OS, B,
Linux, etc.

PC Server Windows NT, UNIX, AlX

or Workstation

Mini Computer UNIX, MVS, VMS, OS 390

Super SMP: UNIX, MVS, VMS, OS 390
Vector-Register: custom vector OS
MPP: custom distributed OS
Large network: PC OS’s

Computer




MICROPROCESSOR

MICROCONTROLLER

For general-purpose
computing

Intentionally simple for single-
chip embedded applications

Can be Complex Instruction
Set Computing (CISC)

Intentionally Reduced
Instruction Set Computing
(RISC)

Both integer and
Floating-Point calculations

Intentionally simple integer-only
calculations

Large Address Spaces
(Plus virtual Addressing)

Can put all data and
Instructions in on-chip RAM

Versatility

On-chip device control
capabilities: DAC, ADC, PWM

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and

microcontrollers. In Proceedings of 1999 ASEE Annual Conference & Exposition, Charlotte, NC: (session

3547), [CD-ROM]. ASEE Publications.
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A few additions (Y2000 on Pilot, Acquisition Flexibility, etc.). Unlike
IBM and Amcdahl, HDS makes nc statement about YZK support on Pilot... e
11/8/96 G3 vs. Millennium vs. Pilot Feature/Function Comparison \: el (f>b
+ + - ﬂ\w‘
| IBM I Andahl I HDS | 1S . 2
Shipped/References |  Yes | Limited | 1-3w limited | - 5
Performance/LSPR | 3.6 - 360 ] 41 -2M ] 32 - 321 I oo o
Engines | sub - 10 ! 1-8 I sub - 10 | ‘ ovYi
All CPs "Full Speed™? | Yes I Yes I No (1-3w) I P 4 )
wQuick CP Upgrades™ | Yes, x1Ow | Yes, x2w, 8w | No ' | \qqtp
Packaging | 4, 8 and 12 | 2, 8 ! 2 1 \ i /
Design | microprocessor| bi-polar | microprocessor| \ 7 2 "
Technology 1.25 micron cmos|.3S micron cmos|.25 micron cmos| \/__, (,V)‘
390 OMOS Generation I 3 I 1 | 1 I / 4 Q
Key Components Sourced | self | Futitsu [ M | v, Qx/ ,{'\
Integrated DASD I Yes-MP2K I No ! No | W
1997 Upgrade I Yes I No | SO0 1
PSLC I Yes 1 Yos ! £CS K<
PSLC/E I Yes 1* 1Q97 (PSMF) |1-3w soon(VOMF) |
CFCC "L2"™ microcode I Now 1 ? I ; :
ICMF Dispatch Assist | Now ] - | 1
Crypto 2 I 2Q97 |Channel Attach | 4-10W 3037 | NOTE
OSA | Now 14Q97 ENTR, 1Q98) SOD : .
I | for ATM [ . .
VM | Yes | No | Yes |
- Lo s 1o Hitachi
Battery Backup | Yeos |External/Exide |
CP Sparing I Yes | Yes/dynamic | 1097 | Dependent
SAP Reassignment | Yes | No/IOP design | 2222 ]
TCP/IP Assist Instr | Yes I ? I Likely 1 | I
Concur Chnl Upgr/Repair] Yes I Yes | Yes I On IBM I
Dual Power Feed | Yes | 3097 I No I
Concuzrent LIC Maint | Yes I Yes I Yes |
Partial Memory Restart | Yes | No | No |
HMC Support | Yes I Yes | Yes |
LPAR | I I I
- > 2GB C-Store | Yes I Likely I Likely I
-~ Max LPARs 1 10 I 10 | 10 I
- Year 2000 Support | Yes | Yes | 2 I
Interpreted SIE | Yes I No I Yes I
Cycle Time | 6.5, 5.9ns | 7.5ns I 6.5ns ]
Min Config 1 1 Rack 1 2 Racks | 2 Racks )
Dual Board 1 No | Yes I No I
List Maintenance | $35/mip/month| $58/mip/month | ? I
- addt'l for features? | No 1 ? | 2 |
8-way Environmentals | No 1 Yes | No I
- KVA | 1.9 | S | 2.5 I
- BTUs 1 6,368 | 11,700 ] 8,200 I
~ Sq Feet | 10.4 1 16.1 I 12.9 I
Channels (High End) | 1 | I
- Max Total I 256 | 256 | 256 I
- Max ESCON I 256 1 256 I 256 |
- Max Parallel I %6 1 128 I 96 |
- Max OSA I 12 I 16 | So1 |
- Max Links | 16 I 32 | 16 I
Memory (High End) I | | 1
- Max System Memory | 8G | BG | 8G (4-10w) I
Acquisition Flexibility| | | 1
- lease, purchase I Yes | Yes | Yes |
- 0S0, EPSO | Yes | No | No |
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o
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11)

12)

13
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IBM vs. AMDAHL vs. HITACHI

(HDS=Hitachi Data Systems)

' Notes/Claimed Exclusives

The Millennium Dual Board server involves the addition of a

d, independent CPU board in the 1lst rack. Both CPU boards
must share one channel "pool®™. Amdahl has claimed a "HCD-like™
function to move channel groups between boards. These are 2
independent CPU's - not a single "600 mip mainframe™.

Millennium Global Servers can be converted to Coupling Servers
and vice-versa.

PSMF on Millennium servers required external coupling links.
There is no EMIF capability.

Amdahl is claiming the ability to DYNAMICALLY replace a failing
CP (1Q97).

Andahl describes a feature called QuickMemory - the abilicy to
upgrade Millennium memory “with minimsl downtime™. You make the
call as to what "minimal downtime"™ means.

Millennium has the following memory increments:
500 Series - 512M, 1G, 1.5G, 2G, 2.5G, 3G, 4G, (6G and 8G/2Q97)
400 Series - 256M, 512M, 768M, 1G, 1.5G, 2G, 2.5G, 3G and 4G

Amdahl has announced a new "Max Capping™ feature on MDF -

"an absolute limit on the amount of CPU time that a domain
receives". PR/SM gives IBM customers the ability to weight and
cap LPARs.

Andahl has announced that they have "extended the industry
compatibility of MDF, masking it even easier to manage and operate
in 2 parallel sysplex environment of different processors™

This may well mean that the traditional MDF "time slice”
mechanisms are being enhanced to be more event driven, or

allow independent CP scheduling. Details are non-existent

with exception of a caution to users to expect higher overheads.

The Battery Backup Feature on Millennium is nothing more than
the ability to attach an (external) UPS provided by an alliance
with Exide Electronics.

The Millennium "High Speed Host Security Mocule (HSM}™ continues
a feature Amdahl has had on their 5995M Family to channel attach
an encryption engine provided wvia an alliasnce with Racal Data
Group.

HDS re-stated Pilot performance to be "model for model equivalent
to IBM's G3". However, Pilot 1-3 way models come equipped with
half the cache and buses... HDS has been quietly backing off
equivalence for these models.

Pilot 4-10way models require from one to 3 I/0 expansion cages.
One comes standard, a second iz required for > 96 channels, and
a third for configurations with more than 176 channels.

1-3ways require an expansion cage with more than 48 channels.



Microprocessors (with Floating-Point)
vs. Microcontrollers (only Integers)

INTEGER NUMBER RANGES

8-bit unsigned: 0 to (278)-1 = 0 to 255

8-bit signed: -(278)/2 to ((278)/2)-1 = -128 to 127

16-bit unsigned: 0 to (2716)-1 = 0O to 65,535

16-bit signed: -(2716)/2to((2"16)/2)-1 = -32,768to 32,767

32-bit unsigned: 0 to (2732)-1 = O to 4,294,967,295

32-bit signed: -(2732)/2to((2732)/2)-1 = -2,147,483,648

to 2,147,483,647
n-bit unsigned: 0O to (2"n)-1
n-bit signed: -(2”n)/2 to ((2”n)/2)-1

FLOATING POINT NUMBER RANGES

TEEE single precision (32-bit) BFP -1*107438 to 1*10738
TEEE double precision (64-bit) BFP -1*107308 to 1*107308
Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and

microcontrollers. In Proceedings of 1999 ASEE Annual Conference & Exposition, Charlotte, NC: (session
3547), [CD-ROM]. ASEE Publications.
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Microprocessors (with Floating-Point)
vs. Microcontrollers (only Integers)

Table 1. Number range for different integer number representanons.

\ 8-bit unsigned: 0 w (28 = 0 w0 255
8-bit signed: {2°3)2 10 ((2"8y2)-1 = -128 w 127
1601t unsigned: 0 1w (2*16)-1 = 0 o 65335
16-bit signed: {2162 w ((2*16)2)-1 = -32.768 w0 32,767
32-it unsigned: 0 1w (2*°32)-1 = 0 10 3293967295
32-bit signed: {2°32¥2 1w ((2*32)2)1 = 2147383648 w 113738567
n-Dit unsigned: 0 w0 (2*n)
n-dit signed: {2*n)y2 w0 ((2*n)y2)-1

One might argue that 8-bit microcontroilers are capabie of manipulanng large number ranges t
amd cmanivitlanne lares nimhers ncine S.hit ouannines: however. a< shown in Fie.'s 2 and 3. even a

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and
microcontrollers. In Proceedings of 1999 ASEE Annual Conference & Exposition, Charlotte, NC: (session
3547), [CD-ROM]. ASEE Publications.
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Microprocessors (with Floating-Point)
vs. Microcontrollers (only Integers)

INTEGER NUMBER PRECISION (i.e., smallest number)

8-bit unsigned: 1
8-bit signed: 1
16-bit unsigned: 1
l6-bit signed: 1
32-bit unsigned: 1
32-bit signed: 1
n-bit unsigned: 1
n-bit signed: 1

FLOATING POINT NUMBER PRECISION

IEEE single precision (32-bit) BFP: 23-bit MANTISSA (right of decimal point)
IEEE double precision (64-bit) BFP: 52-bit MANTISSA (right of decimal point)

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and
microcontrollers. In Proceedings of 1999 ASEE Annual Conference & Exposition, Charlotte, NC: (session
3547), [CD-ROM]. ASEE Publications.
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Review of how Floating-Point Works

Taught in Introductory Computer Science Courses (e.g. CS/EGR 230)

“Number and Character Representations in Computing”
PDF PPTX-w/audio MP4 YouTube

‘An example of IEEE Binary Floating-Point (BFP)”
PDF PPTX-w/audio MP4 YouTube
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Recall J. Wunderlich “Minimal Computer Architecture”

Taught in prerequisite Course EGR/CS332 or EGR330

DATABUS

L L 17 T 1
Instruction
Register
Arithmetic Stack Memory
Control Logic Ut data
Logic L
data
Status Register € address
mstruction 4~
—— address ADDRESS BUS

Imererment

|—:=-ngmm Counter

Figure 1. A "minimal-computer-architecture”.

- A program counter to address instructions to be fetched from memory.

- An instruction register to put the fetched instruction .

- Control logic to create all routing signals after decoding the fetched instruction.

- An ALU for artthmetic and logical manipulation of data and addresses.

- Registers for storing intermediate results of calculations.

- A status register for status flags and condition codes.

- Memory for storing data and instructions.

- A stack for storing addresses (or processor status) for returning from program-calls (or interrupts).
- I/O which 1s addressed as memory (1.e.. memory-mapped L'O).

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE

Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.
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Microprocessors vs. Microcontrollers

DATAEBUS

Il 1
Instruction
Register Input
I Arithmetic I5ter: Memory and
Control Logic Unit Output
Logic
Status Register
mstruchon
address ADD ESSEBEUS

Figure 1. A "minimal-computer-architecture”.

|—:=-P"m.f_nm Counter

mererment

Microprocessors have several
Cache’s between CPU and
“Memory”

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE
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Microprocessors and SUPERCOMPUTERS have several Cache’s between CPU’s/Cores and “Memories”

DATAEBUS

1 i L

Registers Memory
Qutput

1 r Learn more in my lecture(s) on CACHE,
AppDEss =us later in EGR/CS433 / EGR430):
“CACHE DESIGN” (PPTX-w/audio,PDF,MP4,YouTube)
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Consider the time it takes to execute a segment of code

T =CPI*(I.)*r

K. Hwang. "ddvanced Computer Architecture: Parallelism, Scalability, Programmability” McGraw-Hill.
1993,

where 7 15 the clock period i seconds per cycle (ve.. 1/frequency), I, 1s the number of machine mnstructions m

a given code segment, and CPI (cycles per mstruction) 1s the average time to fetch, decode. execute, and store

results for each mstruction [5]). There are many strategies to decrease CPI; for example, processing several
mstructions simultaneously (1.e., superscalar), or moving data directly between /0 and memory (1.e., Direct
Memory Access). Hardware to anficipate and take "pre-actions” has been a design concept for many vears. This not
only includes prefetching data and instructions in caches, but also prefetching branch-target addresses using
Branch History Tables, or caching virtual address translations using Translation Lookaside Buffers. Other speed-
up techniques include re-ordering and optimizing instruction streams as they come into the CPU (1.e., out-of-order
execution), or overlapping the individual instruction-cycle phases of many instructions (1.e., super-pipelined).

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE
Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.
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Considering the time it takes to execute a segment of Machine code

T=CPI*(I.)*z

/

Dictated by
computer
architects

developing new

MmICroprocessors

microcontrollers,

supercomputer,
etc.

Dictated by
engineers and
programmers in
how they code
(e.g., High-level
vs. Assembly) or
In what software
they choose

Dictated by
device
physicists and
material
scientists
developing
faster-switching
transistors

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE

Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.
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EXAMPLE for ROBOTICS and AEROSPACE/DEFENSE

Simulation

Real-Time control

Using good engineering and
physics, create a model of a
physical system (i.e., not just a
cartoon)

Establish stable closed loop control
with a good model (“Plant”) that
represents physical system being
controlled

Vary inputs to simulation to better
understand model

Fine tune PID control to better
manipulation of physical system

Use more complex computer
hardware to enhance graphics and
model complexity

Intentionally simplify all hardware to
yield fast, compact, fault-tolerant, real-
time responses

Use more complex computer
software to enhance graphics and
minimize programming effort

Intentionally simplify code to yield
fast, compact, fault-tolerant, real-time
responses. No operating system or a

real-time OS may be best

Interact with real-time code to
iImprove physical model and build
ENVIRONMENTAL MAPS

Interact with simulation to obtain
GLOBAL PATH-PLANNING rather
than Local




The evolution of microprocsssors (as weil as more complex high-performance machines) bas led to many
advances in computer architectures to spesg-up precessing; this has inciuded much more than increasing processor

clock spesd. The time to execute 2 program can be reoresented by: CPT = P 3 (7”_ HJ
. LHENE 0= ofF cicps Foi
B % X g = T=CPIm(le)" % e P ?»516&-:. 0€Led &

et ¥ T el

where A is the clock period in seconds per cycis fie.. lifrequency), I is the oumber of machine instruczions in P > H oF

a given code segment. and ca! (c¥cles per inst=cdon) is the average time to fewch. decode, execute. acd store A’Mi’;‘“

resuits for each inswucnon [31. Thers are manyv smatezies 10 decrease CPI ; for example, processing several - %7
instucuons simuitanecusly (i.2.. superscziar). or =oving dama directly berween /O and memory (i.e.. Direct PELS ‘
Memory Access). Hardware to anncipate azd take “sre-acdons” has been a design concept for many years. This oot

only includes prefetching data and instructions in c2ches. but aiso preferching branch-target addresses using Branca |¢ = (AT
History Tables, or caciing virmal address wansizdons using Translation Lookaside Buijers. Other spesd-up oF MEX
techniques include re-ordening and oprmizing insTucton streams as they come imto the CPU (ie., our-of-ord LL‘”C‘(LPD

execunon), or overlapping the icdividual icsTucdoz~cycie phases of many instructions (i.e., super-pipelined). Man TIME
of these advances will evenmaily work the:r way into microconuoller architectures, however feanures desizn: e PIUC
handle large address spaces are less likely to be ne=c=d for microconwoller applications. PECoPL

Although both devices have an ALU for intezer znithmeric and logical manipulation of dan. microprocessors are k¥?
much bemer suited for "number-crunching”. and usually bave a wider data bus and larger geaenal-purpose registers Al
to accommodate this. Microcontoilers are nypicaily limited to 8-bit or 16-bit pumber represeatanions (evea though T nfe.
32-bit mucroconwollers are avaiiabie); whersas m:croprocessors usually allow 32-bit represeananions, and contain

addinonal floating-point hardware to allow anthreess using much larger number ranges (and therefore much greater

precision). Table 1 shows the avaiiabie numter mang= for differsat integer number represeatanions. ;
\e: Yov mH
SRR
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Figare 2. Exampie MC68000 microprocessor program using 16-bit arithmenc to do 2 16-bit task; Decyement the 16-bisin CW i
general-purpose dara regisier DU until it reaches the 16-bit number in general-purpose dan rezister D2, =
o, g IV el NLTEMEST soe or AfTee.
L PPl o 76 = 2 T Y At — : BYTES CYCLES MpC s
—5e 11 D 01 check: c.\ig.wﬁiz : compare DO and D2, set appropriate condition flag 2 s
02 DBE DO, check ; decrement, and jump 10 * ciheck * yoni DOand D2egual 3 0012
03 done: NOP_ . program finished 2 =
NS AR AT —
L L TOTAL= 3
Figure 3. Exampie 3051 ndaocoumllémgmnming 8-bit anithmeszic to do a 16-bit task: Decrement the $-dit genenal-
purpose registers R1 and R a5 one concatenated |6-bit number unnl it reaches the 16-dit aumber made by concaenanng the r
conteats Of the $-bit generai-purpose registers R3Iand R2. - % o) B iiA R, pri& ‘.:”\1 i
MYV R i — SOV 2OF =OF O w2 = CAY &IV
A LINE T SUNG BYTES CYCLES e 8
S 00 check: MOV A.RO. ‘put low-order Ivie in accumulator . 1 i )
AN ol CINE A/02h. dcrmnt :conditionai jums 10 “dermar” if not ecual o R2comeenss 3 3 ~
g < 02 MOV A.R! zput high-order dvie in accumuiator ! 1 %
03 4 CONE A. 03h, dermmt ;conditional jump to = dermmnt * if not equai to R3 comtents 3 2 g
04 " SiMPdone ¢ “:countdown finished. jump to “done™ 2 2 ARG
Wi 0s derm: MOV A RO .:’\‘_,/\ put low-order byie in accumuiator 1 1 &> C -
/Q.‘""‘ 6., CLRC ’-,:?\ :must clear carry flag since used in swoTacmon 1 1 NT e Y : <
sSGva ) 7 o7 TT/XSUBBA.#0Ih 4f decrement (and possibly set borrow) P Piv N 2 1 ’ g.r AN ¢
‘7{_;-,\\\.9'."‘ 08 MOVRO.A'T . temporanly store new high-order byte :n RO 1 1 g \.---- 5T
\ .“:«';9 09 MOV ARl ;4 ;put high-order Syt in accumulator 1 1 P \_J\ ',;\ M
10 SUBB A.200h "' :subwract Sorrow (i.c., carry bitis sezifborrow atline =07) 2 1 A J¥ 5‘-",’
1 MOVRI A stemporanly store new high-orderoviem  R1 1 1 g 39 o« L A ¢
12 SIMP check Jump to “sheck ~ 2 - y
13 done: NOP program finished i 1 Py g ‘
-——— -/ .
TOTAL= 22 '\_! i
& O &—g— I8¢ -"f "L"" < ‘7‘[ \_d— |
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Oge sweagth of microcontrollers is their on-caup RAM which allows faster memory access and therefore fewer
cycles per wnstruction. This is illustrated in Fig.'s 4 and 5. Although the MC68000 microprocessor code of Fig. 4
requires less bytes, it must access the off-<chip RAM for reading and writng the migal and final couns; this is
significandy slower thau manipulatng on-~chip RAM. However, the overall speed of the MC68000 microprocessor
code in Fig. 4 would be as fast as the 8051 microconmoller code of Fig. § if the difference berween the initial count
and the desired counr was large ezough (assuming equal clock spesds). The above discussion can be easily exteaded
to a comparison of 16-bit and 32-bit devices (i.e., whea doing 32-bit arithmetic).

Figure 4. Example MC68000 nuc:oprocsswmgxmmng 16-bit arithmetic to do 3 16-bit task; Decrement the 16-bits at
RAM location 2000h unal it reaches the l&b:tnmmmgenem-purpasedmregmubz.mcammhckmm

memory.

ZOF 20F
LINE BYTES CYCLES
00 MOVE.W 52000. DO: copy onginal count into register DO from RAM (off<hip) < 12
o check: CMP.W Do, D2 : compare DO and D2. se: appropnate condition flag 2 K
02 DBE DO, check s dectement. and jump 0 “check * ynti DOand D2 egual 3 0012
03 MOVE.W DO, S2000 ; write count 1o RAM (eff<chip) from DO - 12
04 done: NOP : program fimished 2 K

TOTAL= 16 27 7= “+4

Figure 5. Exampie 8051 microcontoller program using $-bit anithmenic to do a 16-bit task: Decrement the 8-bit contents of
internal RAM addresses 21h and 20h as one concatenzted 16-bit number until it reaches the 16-0it number made by
concatenanng the contents of the 3-bit generai- -purpose regisiers R3 and R2 [2].

#OF 20F

LINE BYTES CYCLES
00 check: MOV A, 20h ige: low-order byie from on<chip RAM 2 1
0l CINE A, 02h, dcrmot iconditional jummp 1o “dcrmmnr” if not egual 10 R2 contents 3 2
02 MOV A, 21k iget mga-order 3yie from on-chip RAM 2 1
03 CINE A, 03h, dermmnt eonditional jump 1o * domrme * i notegual o R3comtents 3 2
04 SIMP done :coumconn finished. jurrD to “done”™ 2 2
0s dermne MOV A, 20h «2¢: low-order bvte from oa-<chip RAM for decrementing 2 1
06 CLRC imuss Slear carmy flag since ot i used 33 3 bomow I 1 N -
07 SUBB A, =0lh :deceent (and possidiy set borrow) 2 H iy N
08 MOV 20h A :store sex high-order bvis m onchip RAM 2 1 :;’ :
09 MOV A, 21k gt high-order byte from on<chip RAM for decremennng 2 ! v 7
10 SUBB A. 500k Subtac: bormow fi.e. camry bit is set if borrow at line #07) 2 1
I MOV 2ih A Store e jow-Order dvie :n on<hip RAM 2 1
12 SIMP check Jurm 10 “check * 2 2
13 done: NOP Pprogra fimsited 1 1

TOTAL= 23 -

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE
Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.
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The Program Status Word (PSW) is not just a “Status Register”!

8051 FLAG BITS AND THE PSW REGISTER

e PSW:It is 8 bits wide but use only 6 bits .There are 4
conditional flags (CY,AC,P & OV) , 2 user-definable flags
(PSW.1 & PSW.5) and 2 register bank selector(RS1 &

RSO).
[cYTAc JFo Trsi[RsoJov [--T P ]
Y PSW.7 Carry flag.
AC PSW.6 Auxiliary carry flag.
FO PSW.5 Available to the user for general purpose.
RS1 PSW.4 Register Bank selector bit 1.
RSO PSW.3 Register Bank selector bit 0.
oV PSW.2 Overflow flag.
-- PSW.1 User definable bit.
P PSW.0 Parity flag. Set/cleared by hardware each

instruction cycle to indicate an odd/even number of
1 bits in the accumulator.




PSW is not just a “Status Register’! — it CONFIGURES MACHINE !!
- Especially in Supercomputer's & Large-Scale Servers !

See |IBM S/390 (“z/Architecture in this Millennium”) PSW:

Prog

Key |0 MWPF | Interruption code ILC | CC —

24-bit instruction address

)
]

0 ] 12 16 32 3 36 40

Program status word for System360 and Systemy'3T0 basic control mode

(k]

icey |1 nowe | 0o [cc | P8

0 (R {000/T| || Key T

DODODO0OD 000oa0oa 24-hit instruction address

0 R 12 16 18 20 24 32 40

~ System /f

mmask Program status word for Systeny3 70 extended control made

fi3

ol |ooo|T| ! E|key |1 |powe | as [cc| FroE
mazk

ol % (D00 | A 31-bit instruction address

] # 12 16 1§ 20 24 32
N Bystem //
mask Program status word for 370-XA, ESAATO, and ESA3M

PSW formais for System 360 through ESAS90.

fi3

I|E Prog E|B
olx Kay (0| MWP |AS |CC _ OODOD00 A 0000 (dsKy Gd-bit instrsetion address

0|R|000|T T A

1] # 12 16 18 20 24 3132 13 64
™~ System /

mask

PSW format for =/ Architecture.

https://www.researchgate.net/figure/RXE-instruction-format figl

127

224103149
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CISC vs. RISC

[V. Different Perspectives - st as ~

The understanding of microprocsssors and microcontrollers can also be eahanced by considering the differences
berween how programmers and enginesrs may view these devices. The compiex instruction-set and addressing
modes of most microprocessors might be considered a big advantage by systems-level programmers who are willing
(and able) to make use of these fearures - this bias may even ourweigh the on-caip features of microcontollers. For
example, if a microprocessor or microcontoller needed to be chosen for an appiicaton requiring analog numbers to
be read into the device, then manipulated using 16-bit arithmesic, then displaved on analog meters, the programmer
might decide thar the code could be most effectvely wrinen fora 16-bit microrrocessor and therefore not choose a
16-bit microcoawoller with built-in analog-to-digital (ADC) and digital-to-2nalog (DAC) converers, on-chip ROM
that might fit all the code, and on-chip RAM. An enginesr however might choose 3 16-bit microcontroller because
of the simpler instructon-set (evea though more lines of program code might be required), or because the oa-chip
features elirminate the nesd to design board-level circuits w0 handle analog conveTsions and communication berween
the CPU and memory.

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings
of 1999 ASEE Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.

_ IBM S/390 (“z/Architecture in this Millennium”) have approx. 2000 machine
instructions, whereas microprocessors typically have approx. 800 instructions, and

microcontrollers between 32 and ~250 instructions
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CISC vs. RISC

Learn more in my lecture(s) on CISC vs. RISC, later in EGR/CS433 /| EGR430):

“CISC vs. RISC INSTRUCTION SET DESIGN, PERFORMANCE &
MULTIPROCESSOR SCALABILITY *
PPTX-w/audio PDF MP4 YouTube

el
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Also, Microprocessors and Supercomputers need VIRTUAL ADDRESSING
i.e., CPU and all Software uses 64-bit Addresses’ (2"64 = 16 Billion Billion) even though
Physical Memory much Smaller!! (e.g. 2*40cpu_pins_for_RAM = a Terabyte of RAM)

IBM S/390 (“z/Architecture in this Millennium”)

Address-space-control element Wirtual address

Table origin | [DT| [rEx|Rsx|rTx| sx|px | ofme |

] il 11 22| 33| 44| 32 &3
Segment-table designation Viral address """"'S:l;_:t'q't;t; level
Scpment-table nrjgiul | I :SJ{I PX | ﬂffs::tl | Region first table
o 8| 12] 20 |31 Drigin. = Index
Segment table SX: 8:11 for 24-bit,
Origin Index 1111 for 31-hit
Ruzgion second table
— —
Origin Index
Page table
Origin Index Region third table
Cirigin Index
Page-frame real address
Segment table
e
{-Hi.git'l Index
Real address

Page table

Crrigin Index

Dynamic address translation for System/370 through ESA390,

Page-frame real address

' Architecture dynamic address translation.

https://www.researchgate.net/figure/RXE-instruction-format figl 224103149



https://www.researchgate.net/figure/RXE-instruction-format_fig1_224103149

Also, Microprocessors and Supercomputers need VIRTUAL ADDRESSING
i.e., CPU and all Software uses 64-bit Addresses'
even though Physical Memory much Smaller!!

Learn more in my lecture(s) later in EGR/CS433 /| EGR430):
“VIRTUAL MEMORY” (PPTX-w/audio,PDF,MP4,YouTube)

VIRTUAL ADDRESSES --> PHYSICAL ADDRESSES

The CPU, operating system, and all application programs use a 64-bit address
space (VIRTUAL addressing); but 2764 is ~16,000,000,000 GigaBytes (i.e., 274
x 2730 x 2230) of memory which is much more than the Physical Memory of
most computers. For example the motherboard of most PCs, and the number
of address pins coming out of the processor is typically only 40 which
corresponds to 2740 = 1 TeraByte (i.e., 2210 x 2430 = 1000 GigaBytes)

CPU
registers Shvsical Memory
MMU ysma
L | Addresses
I N YT Q_D
]
Control Unit
/

)

VIRTUALAddresses

Before memory addresses are loaded on to the system bus, they are translated to physical
addresses by the MMU.
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Review
Instruction PIPELINES (“Machine Cycles”)
and INSTRUCTION FORMATS work
Taught in prerequisite Course(s)
EGR/CS332 or EGR330

1. CPU Pipeline

Pipelined Instruction Execution

e (0 0 D 2. CPU Desi
: esign

https://pnghut.com/png/faQNGAnGiV/instruction-pipelining-pipeline-pic-microcontroller-computer-pr

Typical Instruction Format:

S 2 NOTE:
tep CNTRL = all control signals to DATA PATH

8 to 32 bits
m Create State Diagram

XXXXXXXXX CTRL
e DECODE

5 to 11 bits in OP-Code

Therefore 225=32 to 2°11=2048 different machine oo [ ooaooooo e |
instructions in “Instruction Set”

® Some simple Microcontrollers (e.g., PIC’s) have only 32

instructions

EXTRA TIME
For Memory EXECUTE

B Some large-scale machines (e.g., IBM S/390) have close to R*‘“"’“’”"
2000 instructions

IXXXX}(X}(X /CTRL
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https://users.etown.edu/w/wunderjt/CPU8.pdf

Parallel processing systems now need out of order execution, and optimized scheduling
to avoid penalties where dependencies between data, 1/0, and Control can cause
delays when one part is waiting on another.

Learn more in my later lecture(s) in EGR/CS433 /| EGR430:

‘PARALLEL PROCESSING FUNDAMENTALS”
PDE PPTX MP4 YouTube
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Introductory Lab Project

Figure 6 shows a digimi-design course laboratory projec: to inroducs the conwol and flow of daw in 2
microprocessor or microconmoller. The counters are analogous o tmeTs m a microconwoller or genenl-purpose
registers used as counters in 2 microprocessor. The select line 1o the multipiexer can represent a conzrol-logic signal
generated after decoding the op-code; the compmtor can represent 2 simplified arithmedc logic unit (ALU); and
the L.E.D. circuits controlled by the comparator output can represent the conteats of a s@us register. A variation of
this [ab can be made by replacing the comparator with a 2-bit paralle! adder.

Iostruction Set:

(OP-CODE=1): Commpare operand 0 up-counter count

(OP-CODE=)): Compare operand 0 down-counter count

PULSE 1
OP-CODE OPERAND (TOGGLE SWITCHES) | (DEBOUNCED PUSH-BUTTON)
o |Fw PULSE 2
| [ (DEBOUNCED PUSH-3UTTON)
v v
2-BIT 2-BIT
UP-COUNTER DOWN-COUNTER
WHICH RESETS WHICH SETS
TO 00 TO 11
AFTER 11 AFTER 00

)

N
A

>
|
h 4
1
. MULTIPLEXER
¢ SELECT >
r Y
2
X
— X |
v v
COMPARATOR z: 72
X<y X=Y X>Y
| | |
v v v . . v
[Ce5] [:Ceos ] [CLED.5] [=reD.3 |

Figure 6. A simpie digital-design course laboratory projec: 10 introducs the conmol and flow of daz ina
microprocessor or microcontoiler.

Wunderlich, J.T. (1999). Focusing on the blurry distinction between microprocessors and microcontrollers. In Proceedings of 1999 ASEE
Annual Conference & Exposition, Charlotte, NC: (session 3547), [CD-ROM]. ASEE Publications.
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J Wunderlich DUAL-CORE SUPERSCALAR Project
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2016 EGR/CS 433 Advanced Computer Engineering Final Lab Project Video
SUPERSCALAR DUAL CORE

53 views... 5 0 GV DISLIKE > SHARE { DOWNLOAD =+ SAVE

a il L il ANALYTICS | EDIT VIDEO
29 subscribers

“Computer Instruction-Set Design and Implementation with DUAL 2-way SUPERSCALAR
CORES, and a SHARED MEMORY"
Course Syllabus: http://users.etown.edu/w/wunderjt/syl...

https://www.youtube.com/watch?v=UgKWvLGx0ZM&list

=PLK3MJSXEYEOIGw3tmlkisBfZ49rr GAmMmv&index=11



https://www.youtube.com/watch?v=UgKWvLGx0ZM&list=PLK3MJsXEYEQIGw3tmIkjsBfZ49rr_GAmv&index=11

MASTER PROGRAN
CONTROL COUNTER  [—

EMBEDDED CODE
STACK

J Wunderlich VECTOR-REGISTER Project

P One of four Parallel Functional Units
T
v v e
egistor
N Regm?  |4— MACHINE INSTRUCTION SET
Resgistor 3 —— +
- RLAI Regiatard |4 M SCALAR ARITHMETIC ADDITION
Registur § % 00h (OF-CODE = 00000000) Ri + counter$l DRk
Rk Register § : 01h DE = 00000001) Ri + counter$? Rk
. Resgistor 7 ¢ ozh CE = 00000010) Ri + B 2Bk
03h (OP-CODE = 00000011) counter$l + counter$? SRk
» SCALAR ARITHMETIC SUBTRACTION
e e g I 04h to 07h (OP-CODE = D00001XX) Reserved for subtraction instructions
i 1 BEECLOCE SCALAR ARITHMETIC MULTIPLICATION
! ¢ or  push-button 08h (OP-CODE = 00001000) RL x countertl 3k, overtlow HRK+l (wrap to
[ 159‘_7 BT 0%h (OF-CODE = 00001001) Ri x counter$Z <Rk, overflow =*Rk+l (wrap to R
L) 5 . OAh (O CE = 00001010} Ri x Rj, <*Bk, overflow PRkt+l (wrap to RO)
: UP-COUNTER DOWN-COUNTER 0UBh (OF-CODE = 00001011) counter$l x counter$Z Fk, overflow=Rk+l{wrap to Rd)
i WHICH RESETS TO WHICH 8ETS to SCALAR ARITHMETIC DIVISION
— 1 0u0h AFTER EEEER. EEEED AFTER (006 0Ch to OFh (OP-CODE = D00011XX) Reserved for division instructions
: r| SCALAR ARITHMETIC COMPARISON
i 10h (0 = po010000)
'. 1lh = pooloool)
12h = 00010010)
: * L) 13h = 00010011)
x> 1 SCALAR LOGICAL AND
: 20h (OP-CODE = 00100000) Ri AND counter$l gk
| Z1h (OF-CODE = 00100001) Ri AND counter$i gk
: 22h = 00100010) Ri AND B Bk
i 23n = 00100011} AND counters =Rk
L] MULTIPLEXER MULTIPLEXER SCALAR LOGICAL OR
: Zah [OF = 00LO0100) RL OR counter$l =gk
i A £ 25n = 00100101} Ri OR counter$2 2Bk
i i [ 26h = p0100110) OR Bl 2Bk
‘R dmmm e e 4 27h = 00100111) OR counters Rk
CLEAR
30h (OP-CODE = 0O110000) Clear Ri
Control hd MAC (Multiply, Accumulate). Accumulator = Accumulator + (Ri x Bj) considering overflow also
Logic 40h (OF-CODE = 01000000) Step 1 umulator SRkt+3 ap ta RO+)
A Buffer B Buffer Step i ¢ FEkt4 (wrap to RO+)
step 3: Ri x Bj, 2Bk, overflow =Rk+1l (wrap to RO)
L f _____________ _+ Step 4: (Rerjl 1Bk 2Bk
& - > step S: (Rk+§) i [REs1l)+Carry SRR+
&
VECTOR/ARRAY /| MATRIX and NEURON INSTRUCTIONS
F-1-=-=f===p===teccsccana ol darall EX EESE EE Sl B SE ] Vi, ¥j, and Wk are created from Ri's, Bj's, and Rk's of the four parallel functional units
i i i i
i [ : i i VECTOR ARITHMETIC ADDITION
| L ! | | 82h [OF-CODE = 10000010) Vi + ¥i Vk
b S F¥ Yy ¥ WY ¥V ¥ VECTOR ARITHMETIC SUBTRACTION
16:bit COMPARATOR 1&-bit 1&-bit 1E-bit Hh-bit 84h to 87h (OP-CODE = 100001XX) Reserved for subtraction instructions
=¥ =Y MY MULTIFLIER ADDER ARD [a]=) VECTOR. ARITHMETIG MULTIPLICATION
0Ah (OF-CODE = 10001010) Vi x ¥j *Vk, overflow <Vk+l (wrap to RO)
VECTOR ARITHMETIC DIVISION
|_ BCh to BFh (OF-CODE = 100011¥X) Reserved for division instructions
¢ MATRIX ROW x COLUMN (i.e., Dot-Product)
b 4 ¥ COh (OF-CODE = 11000000) Vi x ¥i =¥k, overflow =2WVk+l (wrap
STATUS REGISTER |1-bit flags| . ACCUMULATOR Ve (3Lt (2) +¥k(3) +Yk(4) 2 32-Bit Scala umulatar
€ = Capd Overflow OVERFLOW MEURON TRANSFER FUNCTION
v E0h (OF-CODE = 11100000) Vi x ¥j *Vk, overflow <Vk+l (wrap to RO)
w * ¢ :7:53'--0 —‘:"< LZI-K},[3I—&'§’L4I = 32-Bit Scalar Accumulator
!'H'E; 4%; 4%; T T T L .u:[gg ‘m ‘m W 3Z-Bit Scalar Accumulator <* Newron Transfer Function
disglays | displays | disslays |1 ¢ |I o E E E displays displays, display dsplay
oflofo o b
i i
L L
] ]
i i
W w 32BIT Neuron
Transfer |—»
32 BIT aover roa avowe MATRIX ROW x COLUMN products [—#| SCALAR
ACCUMULATOR Function




More in my intro lecture(s) to EGR/CS433 / EGR430:
“CPU’S, GPU'S, SUPERCOMPUTERS, & NEUROCOMPUTERS, AND MY IBM SUPERCOMPUTER RESEARCH,
+ PREVIOUS NEURAL NETWORK PROCESSOR DESIGNS” PPTX-w/audio PDF MP4 YouTube

PARALLEL ENTERPRSE SERVERS

ONEERTO | MoHE -

ONEMIEIBoR G,
——

R "~ AndonmyCV:
http://users.etown.edu/w/wunderjt/Wunderlich,JoeCV.pdf
IBM S/390 HARDWARE DEVELOPMENT LAB roughkeensic. New York 6/96-795)

% Researcher & Hardware Development Engineer (Advisory-Level)

Helped develop Symmetric Muli-Processer (SMP) mainframe-supercomguter architactures (jointly deviloped with IBM Germany) by engineering systems-evel software and pan of
the SAK [Systems Assurance Kemel) operating system for QUALITY-CONTROL / VERIFICATION to "siress” features and force hardware failures through pseude-random generation
of cormelated machine states and operating scenanios. Machines included 20 multicone processors (18 CPU and 2 100); divisible into 15 logical partitions and scalable to 512 processors
io fit nside a $1M vending-machine size box; Scalable/connectable to other mainframes & supercomputers via a dynamic optical interconnect (IBM Parallel Sysplex). Enginesred
software to run in three emvironments: VLS| circuit simulation, prototype hardware test, and manufacturing. Mew 64-=bit processing (address and data) required simulating 64-bit
arithimetic and virual-addressing to test simulated 64-bit profotype architectures using 32-b9 machines. Profolypes wene released as "IBM eSenver z3eries" (now called "1BM Z27). My
research included microprocessor branch-pradiction verification strategies in a multiprecessor environment; and teory for hardware veriication with sewven cormelated random nurmber
generators. My development projects included witing 20,000 Ines of high-level language (PLX) and 57380 assembly code including operating system application interfaces (AP('s).
My RNG AP| code was also translated into C for IBM AS400 minicomputers and RS-6000 (ALY type UNLX) workstations (the predecessor of POWERT supercomputers like "Watson™)
requiring supervising an engineer in Austin T via the [BEM intranet. Cther projects included verification programs for cache coherency, virtual addressing, space-switching, linkage
control, and 125 new [EEE floating-peint instructions (e supplement [BM Hex Soating-paint). All 1400 IBM S350 machine instructions were tasted (including vector-register instructions
for add-on vecior-regestar unit). A patent procass was iniiated for my random nurmber theory and APTs,
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